
1 Introduction

1.1 Notations and Abbreviations

R.v. — random variable

i.i.d. — independent identically distributed

X, Y, Z, ξ, η, ψ, . . .— for r.v.’s

F,G— distribution function, f — density

P — probability and probability measure, E — expectation, D —
variance

ξ ⊂= F means P(ξ ≤ x) = F (x) for all x

ξ ⊂= P means P(ξ ∈ B) = P(B)

Standart families of distributions

U [a, b] G(p) E(α) B(m, p) N(a, σ2) Π(λ)

I(A) — indicator function.

Convergence

ξn
a.s.→ ξ means P(lim ξn = ξ) = 1

ξn
p→ ξ means ∀ε > 0 P(|ξn − ξ| > ε)→ 0 as n→∞

Definition 1 Weak convergence: Fn ⇒ F , if for each x such that F (x) is
continuous in x,

Fn(x)→ F (x).

Equivalent form: Fn ⇒ F , if for each g — bounded continuous,∫
g(x)dFn(x)→

∫
g(x)dF (x).
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I will write also: ξn ⇒ ξ. It means: ξn ⊂= Fn, ξ ⊂= F and Fn ⇒ F .

ξ̂ is a copy of ξ ⇐⇒ they have the same distribution ⇐⇒ ξ̂
D
= ξ. In

general, ξ̂ and ξ may be defined on different probability spaces.

Coupling

(a) Coupling of distribution functions (d.f.) or of probability measures.
For F1, F2 – d.f., their coupling is a construction of two r.v.’s ξ1 ⊂= F1

and ξ2 ⊂= F2 on a common probability space. The same — for more than
two r.v.’s.

(b) Coupling of two random variables.
Let ξ1 be defined on 〈Ω1,F1,P1〉 and ξ2 be defined on 〈Ω2,F2,P2〉.

Their coupling: 〈Ω,F ,P〉 and ξ̂1, ξ̂2 on it: ξ̂1 D
= ξ1, ξ̂2

D
= ξ2.

1.2 Weak and “strong” convergence

Lemma 0. If Fn ⇒ F (all Fn and F are d.f.), then there exists a coupling
of {Fn} and F :

ξn
a.s.→ ξ.

Proof. For a d.f. F , define F−1:

F−1(z) = inf{x : F (x) ≥ z}, z ∈ (0, 1).

Put Ω =(0,1), F — σ-algebra of Borel subsets in (0,1), P — Lebesgue
measure on (0,1).

Set η(ω) = ω, ω ∈ Ω. Then η ⊂= U [0, 1].
Define ξn = F−1

n (η), ξ = F−1(η) and show ξn
a.s.→ ξ. Note: ξn ⊂= Fn, ξ ⊂=

F .
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In order to avoid some technicalities, assume, for simplicity, that all
d.f. are continuous. Put

ξ
n

= inf
m≥n

ξm, ξn = sup
m≥n

ξm, F n = sup
m≥n

Fm, F n = inf
m≥n

Fm

Then ξ
n
⊂= F n, ξn ⊂= F n.

Indeed,

P(ξ
n
≤ x) = P(ξ

n
< x) = P( ∃m ≥ n : ξm < x) =

= P( ∃m ≥ n : F−1
m (η) < x) = P( ∃m ≥ n : η < Fm(x)) =

= P(η < sup
m≥n

Fm(x)) = F n(x)

Similarly, P(ξn > x) = . . . = 1− F n(x).
Since F n ⇒ F and F n ⇒ F (by definition), then it is sufficient to show

that, for instance, ξ
n

a.s.→ ξ.
But both {F n} and {ξn} are monotone!
And ξ

n
≤ ξ a.s., that is ψ exists: ξ

n
↗ ψ a.s., ψ ≤ ξ a.s.

If P(ψ 6= ξ) > 0, then there exists point x:

P(ψ ≤ x) > P(ξ ≤ x).

But P(ξ ≤ x) = F (x) = limF n(x) ≥ P(ψ ≤ x)!
ut

Problem No 1. Prove this lemma without the additional assumption
that all d.f. are continuous

1.3 Uniform integrability

Let {ξn}n≥1 be a sequence of real-valued r.v.’s.

Definition 2 {ξn} are uniformly integrable (UI), if E|ξn| < ∞ ∀n and,
moreover,

sup
n

E{|ξn| · I(|ξn| ≥ x)} ≤ h(x)→ 0 as x→∞.
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We can assume the upper bound h(x) to be monotone and right-continuous.

Lemma 1 The following are equivalent:
(i) {ξn} are UI;
(ii) ∃ a function g : [0,∞)→ [0,∞) :

(a) g(0) > 0; g ↗; limx→∞ g(x) =∞;
(b) supn E{|ξn| · g(|ξn|)} <∞

Note: g(0) > 0 is not essential!

Proof.
(ii)→ (i). For each n,

E{|ξn| · I(|ξn| ≥ x)} ≡ E{|ξn| ·
g(|ξn|)
g(|ξn|)

· I(|ξn| ≥ x)} ≤

≤ 1

g(|ξn|)
· sup

n
E{|ξn| · g(|ξn|)} → 0 as x→∞.

(i) → (ii). Assume that h(x) > 0 for all x (otherwise, the statement is
trivial).

For m ∈ Z, put

Am = {x :
1

22(m+1)
< h(x) ≤ 1

22m
}

and, for x ∈ Am, put g(x) = 2m. From h(0) <∞ get g(0) > 0.
Note: Am is an interval, and if zm is its left boundary point, then zm ∈

Am. Therefore,

E{|ξn| · g(|ξn|)} =
∑
m

E{|ξn| · g(|ξn|) · I(|ξn| ∈ Am)} =

=
∑
m

E{|ξn| · 2m · I(|ξn| ∈ Am)} ≤
∑
m

2mE{|ξn| · I(|ξn| ≥ zm)} ≤

≤
∑
m

2m · h(zm) ≤
∑
m

2m · 1

22m
<∞

Remark 1 As a corollary, one can get the following: if E|ξ| < ∞, then ∃
g from Lemma 1 such that E{|ξ| · g(|ξ|)} <∞.

“If ∃ the first moment” |=⇒ “ ∃ something more”.
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Lemma 2 Assume ξn ⇒ ξ. Then holds
(1) {ξn} are UI |=⇒ E|ξ| <∞ and E|ξn| → E|ξ|;
(2) P(ξn ≥ 0) = 1 ∀ n; E|ξn| < ∞ ∀ n; E|ξn| → E|ξ| < ∞ |=⇒ {ξn}

are UI.

Remark 2 In (2), the condition P(ξn ≥ 0) = 1 may be weakened in a
natural way. But it cannot be eliminated.

Example.
ξn 2n −2n 0

1

2n

1

2n
1− 1

n

Then E|ξn| = 2,Eξn =

0; ξ ≡ 0, but {ξn} are not UI!
Proof of Lemma 2. First, note that both statements (1) and (2) are “marginal”,
i.e. only marginal distributions are involved. So, we can construct a cou-
pling: ξn

a.s.→ ξ.

Prove (1).
(a) Assume that there exists N : P(|ξn| ≤ N) = 1 for each n (this is a

special case of UI).
Then P(|ξ| ≤ N) = 1 and, ∀ε > 0,

0 ≤ |Eξn − Eξ| ≤ E|ξn − ξ| = E{|ξn − ξ| · I(|ξn − ξ| ≤ ε)}+
+ E{|ξn − ξ| · I(|ξn − ξ| > ε)} ≤ ε+ 2N · P(|ξn − ξ| > ε)→ ε as n→∞

Therefore, E|ξn| → E|ξ|.
(b) Assume now that P(|ξn| ≤ N) < 1 for each N and for some n.
Since ξn

a.s.→ ξ, then ∀x > 0

ηn ≡ ξn · I(|ξn| < x)
a.s.→ ξ · I(|ξ| < x) ≡ η.

Then,

∀n P(|ηn| ≤ x) = P(|η| ≤ x) = 1 |=⇒ Eηn → Eη (see (a));

and

|ηn| ≤ |ξn| a.s. |=⇒ E|ηn| ≤ E|ξn| ≤ sup
n

E|ξn| ≡ K ∀n |=⇒ E|η| ≤ K.
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(c) Prove: E|ξ| <∞. Indeed,

E|ξ| = lim
x→∞

E{|ξ| · I(|ξ| ≤ N)} ≤ K <∞

(d) ∀ ε > 0, choose x: h(x) ≤ ε and E{|ξ| · I(|ξ| ≥ x)} ≤ ε.
Then,

Eξn = E{|ξn| · I(|ξn| < x)}+ E{|ξn| · I(|ξn| ≥ x)} ≡ δn,

↓
Eξ = E{|ξ| · I(|ξ| < x)}+ E{|ξ| · I(|ξ| ≥ x)} ≡ δ.

Since |δn| ≤ ε ∀n and |δ| ≤ ε, then

lim sup(Eξn − Eξ) ≤ 2ε and
lim inf(Eξn − Eξ) ≥ −2ε for any ε.

ut

Prove (2).

Eξ <∞ |=⇒ ∀ ε > 0 ∃x0 = x0(ε) : E{ξ · I(ξ ≥ x0)} ≤ ε/2.

Use (b) from the proof of (1): for a given x0,

Eηn → Eη |=⇒ E{ξn · I(ξn ≥ x0)} = E(ξn − ηn) =

= Eξn − Eηn → Eξ − Eη = E{ξ · I(ξ ≥ x0)} ≤ ε/2.

Therefore, ∃n(ε):

E{ξn · I(ξn ≥ x0)} ≤ ε ∀n > n(ε).

Now, ∀ n = 1, 2, . . . , n(ε)

Eξn <∞ |=⇒ ∃ xn : E{ξn · I(ξn ≥ xn)} ≤ ε.

Set x = max(x1, . . . , xn(ε), x0). Then

E{ξn · I(ξn ≥ x)} ≤ ε ∀n.

Therefore,
sup
n

E{ξn · I(ξn ≥ x)} → 0 as x→∞.

ut
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1.4 Some useful properties

Property 1 If {ξn} are UI and {ηn} are such that |ηn| ≤ |ξn| a.s., then {ηn}
are UI.

Indeed, ∀ x

E{ηn · I(ηn > x)} ≤ {ηn · I(ξn > x)} ≤ {ξn · I(ξn > x)} ≤ h(x).

ut

Property 2 If {ηn} are such that there exists an i.i.d. sequence {ξn}:
(a) |ηn| ≤ |ξn| a.s.,
(b) E|ξ1| <∞,

then the sequence {ψn}, ψn =
η1 + . . .+ ηn

n
, is UI.

Indeed,

|ψn| ≤
|ξ1|+ . . .+ |ξn|

n
≡ φn,

(i) Eφn = E|ξ1| ∀ n
(ii) SLLN:

φn
a.s.→ E|ξ1|.

|=⇒ From Lemma 2, (2), {φn} are UI.
|=⇒ From Property 1.1, {ψn} are UI. ut

Property 3 Since the UI property is the property of “marginal” distribu-
tions only, one can replace the a.s.-inequality in Property 1.1 |ηn| ≤ |ξn|
by the weaker one |ηn|≤st|ξn| (that means: P(|ηn| > x) ≤ P(|ξn| > x) ∀x).
In particular, if |ηn|≤st|ξ| ∀n (ξ is the same ∀n) and if E|ξ| <∞, then {ηn}
are UI.

Remark 3 Consider, instead of a sequence {ξn}n≥1, a family of r.v.’s {ξt}t∈T ,
where T is an arbitrary set. Then one can introduce the following
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Definition 3 (compare with Definition 1).
{ξt}t∈T are UI, if E|ξt| <∞ ∀t ∈ T and, moreover,

sup
t∈T

E{|ξt| · I(|ξt| ≥ x)} ≤ h(x)→ 0 as x→∞.

Then

(a) The statement and the proof of Lemma 1 will not change, if we re-
place “n” by “t ∈ T ”.

(b) For T = [0,∞), the statement and the proof of Lemma 2 will not
change, too.

(c) Properties 1.1 and 1.3 still will be true.

1.5 Coupling inequality. Maximal coupling. Dobrushin’s

theorem

In this section, we assume that random variables are not necessary real-
valued, but may take values in some measurable space (X ,BX ) that is as-
sumed to be complete separable metric space.

Coupling inequality

Let ξ1, ξ2 : 〈Ω,F ,P〉 −→ (X ,BX ) be two X -valued r.v.’s. Put

P1(B) = P(ξ1 ∈ B), P2(B) = P(ξ2 ∈ B), B ∈ BX .

Then, for B ∈ BX ,

P1(B)− P2(B) = P(ξ1 ∈ B, ξ1 = ξ2) + P(ξ1 ∈ B, ξ1 6= ξ2)−
− P(ξ2 ∈ B, ξ1 = ξ2)− P(ξ2 ∈ B, ξ1 6= ξ2) =

= P(ξ1 ∈ B, ξ1 6= ξ2)− P(ξ2 ∈ B, ξ1 6= ξ2)
≤ P(ξ1 6= ξ2)

≥ −P(ξ1 6= ξ2)

Therefore, for any B ∈ BX , P1(B)− P2(B)| ≤ P(ξ1 6= ξ2), that is

(∗)
sup
B∈BX

|P1(B)− P2(B)| ≤ P(ξ1 6= ξ2)
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Maximal coupling

Let’s reformulate the statement. Note that l.h.s. of inequality (*) depends
on “marginal” distributions P1 and P2 only and does not depend on the
joint distribution of ξ1 and ξ2. Therefore, we get the following:

for given P1 and P2 and for any their coupling (*) takes place. Or,
equivalently,

(∗∗)sup
B∈BX

|P1(B)− P2(B)| ≤ inf
on all coupling

P(ξ1 6= ξ2)

(?) May be, in (∗∗) is equality?

(??) If “yes”, then does there exists such a coupling that

sup
B∈BX

|P1(B)− P2(B)| = P(ξ1 6= ξ2)?

Both answers are positive! And this is the statement of Dobrushin’s
theorem.

Proof. µ(B) = P1(B) − P2(B) is a signed measure. Therefore, Banach
theorem states that

there exists a subset C ⊂ X :

(a) µ(B) ≥ 0 ∀B ⊂ C ;

(b) µ(B) ≤ 0 ∀B ⊂ X \ C ≡ C .

Note:

1) if µ(C) = 0, then P1 = P2 and the coupling is obvious;

2) µ(C) = −µ(C).

Assume µ(C) > 0. Introduce 4 distributions (probability measures):

Q1,1 :


Q1,1 = U(C), if P1(C) = 0,

Q1,1(B) =
P1(C ∩B)

P1(C)
, B ∈ BX , otherwise.
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Q2,1 : Q2,1(B) =
P2(C ∩B)− P1(C ∩B)

−µ(C)
, B ∈ BX .

Similarly,

Q2,2 :


Q2,2 = U(C), if P2(C) = 0,

Q2,2(B) =
P2(C ∩B)

P2(C)
, B ∈ BX , otherwise.

Q1,2 : Q1,2(B) =
P1(C ∩B)− P2(C ∩B)

µ(C)
, B ∈ BX .

Then, define 5 independent r.v.’s:

η1,1 ⊂= Q1,1, η1,2 ⊂= Q1,2, η2,1 ⊂= Q2,1, η2,2 ⊂= Q2,2,

and
α 1 2 0

P1(C) P2(C) µ(C)

Now we can “construct” ξ1 and ξ2 :

ξ1 = η1,1 · I(α = 1) + η2,2 · I(α = 2) + η2,1 · I(α = 0),

ξ2 = η1,1 · I(α = 1) + η2,2 · I(α = 2) + η1,2 · I(α = 0).

Simple calculations show that ξi ⊂= Pi, i = 1, 2.
Problem No 3. “Indeed, . . .”
Then,

P(ξ1 6= ξ2) = P(α = 0) = µ(C) ≤ sup
B∈BX

|P1(B)− P2(B)|.

So,
P(ξ1 6= ξ2) = sup

B∈BX
|P1(B)− P2(B)|,

and the proof is completed. ut
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1.6 Probabilistic Metrics

The Dobrushin’s theorem gives a positive solution of one of the important
problems that arise in the theory of probabilistic metrics. Let us describe
briefly some concepts of this theory. (X ,BX )— complete separable metric
space,
X 2 = X × X ,
B2
X = BX ⊗ BX is a σ-algebra in X 2, generated by all sets B1 × B2,

B1, B2 ∈ BX ,
diag(X 2) = {(x, x), x ∈ X}.
Problem No 4. Prove: diag(X 2) ∈ B2

X .
Let P be any probability distribution on (X 2,B2

X ). Denote by P1 its first
marginal distribution, and by P2 — second one:

P1(B) = P(B ×X ),

P2(B) = P(X ×B), B ∈ BX .

Let P be the set of all probability distributions (measures) on (X 2,B2
X ).

Definition 4 A function d : P −→ [0,∞) is called a probabilistic metric,
if it satisfies:

(1) P(diag(X 2)) = 1 |=⇒ d(P) = 0;

(2) d(P) = 0 |=⇒ P1 = P2;

(3) P(1) has marginals P1 and P2

P(2) has marginals P2 and P1
|=⇒ d(P(1)) = d(P(2));

(4) “triangle inequiality”:
P(1) has marginals P1 and P2

P(2) has marginals P1 and P3

P(3) has marginals P3 and P2

|=⇒ d(P(1)) ≤ d(P(2)) + d(P(3));

Definition 5 A probabilistic metric d is simple if it depends on marginal
distributions only (i.e. if P(1) and P(2) have the same marginals, then
d(P(1)) = d(P(2))), and complex — otherwise.
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For simple metric, it is natural to write d(P1,P2) instead of d(P), so d
is some “distance” between P1 and P2.

For complex metric, we can write d(ξ1, ξ2) instead of d(P), where ξ1, ξ2
is a coupling of two r.v.’s with joint distribution P:

P(B) = P((ξ1, ξ2) ∈ B), B ∈ B2
X .

So, d(ξ1, ξ2) may be considered as a “distance” between r.v.’s.
We can also write d(ξ1, ξ2) for simple metrics.

Examples

Simple Complex
1) supB∈B |P1(B)− P2(B)| 2) P(ξ1 6= ξ2) ≡ P(X 2 − diag(X 2))

(Total variation norm (T.V.N.)) (Indicator metric (I.M.))
For real-valued r.v.’s:
3) supx |F1(x)− F2(x)| 5) inf{ε > 0 : P(|ξ1 − ξ2| > ε) < ε}
(Uniform metric (U.M.)) (Ki Fan (???) metric (K.F.M.))
4) inf{ε > 0 :

F1(x− ε)− ε ≤ F2(x) ≤ F1(x+ ε) + ε ∀x}
(Levy metric (L.M.))

One of the general problem in the theory of probabilistic metrics is:
Assume some simple metric to be given.
Does there exist a complex metric d̃ such that

(a) the following coupling inequality holds:

d(ξ1, ξ2) ≤ inf
all couplings

d̃(ξ1, ξ2) (compare with (∗∗))

(b) “≤” 7→ “=” in (a) ? (And vice versa...)

(c) ∃ a coupling: d(ξ1, ξ2) = d̃(ξ1, ξ2)?

Theorem 1 The answer on the above question is positive for the metrics:
d = T.V.N.←→ d̃ = I.M.
d = L.M.←→ d̃ = K.F.M.
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1.7 Stopping times

Let 〈Ω,F ,P〉 be a probability space and {ξn}n≥1 be a sequence of r.v.’s,
ξn : Ω→ R. Denote by Fn the σ-algebra, generated by ξn:

Fn ⊆ F ; Fn = {ξ−1
n (B), B ∈ B},

where B= σ-algebra of Borel sets in R.
Then, for 1 ≤ k ≤ n, F [k,n] — σ-algebra, generated by ξk, . . . , ξn; i.e.
F ⊇ F [k,n] is a minimal σ-algebra, so that

F [k,n] ⊇ F l for all l = k, . . . , n.

Another way of description of F [k,n] is:
~ξk,n := (ξk, . . . , ξn) is a random vector; ~ξk,n : Ω→ Rn−k+1. Then

F [k,n] = {~ξ−1
k,n(B), B ∈ Bn−k+1},

where Bn−k+1 = σ-algebra of Borel sets in Rn−k+1.
Finally, F [1,∞) = σ-algebra, generated by the whole sequence {ξn}n≥1.

Good Property : ∀ A ∈ F [1,∞), ∃ {An}n≥1, An ∈ F [1,n], such that:
P(A \ An) + P(An \ A)→ 0 as n→∞.

Let now µ : Ω→ {1, 2, . . . , n, . . .} be an integer-valued r.v.

Definition 6 µ is called a stopping time (ST) with respect to {ξn}, if ∀ n ≥
1,

{µ = n} ∈ F [1,n]

(or, equivalently — {µ ≤ n} ∈ F [1,n]).

Another variant of definition is:

Definition 7 µ is a ST, if ∃ a family of functions hn : Rn → {0, 1} such
that:

∀ n ≥ 1, I(µ = n) = hn(ξk, . . . , ξn) a.s.

(or, equivalently — I(µ ≤ n) = hn(ξk, . . . , ξn) a.s.).
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Examples ...

Assume now that {ξn} is an i.i.d. sequence, µ is a ST; P(µ <∞) = 1.
Put

ξ̃1 = ξµ+1, ξ̃2 = ξµ+2, . . . , ξ̃i = ξµ+i, . . .

Lemma 3 1) {ξ̃i} is an i.i.d. sequence;

2) ξ̃i
D
= ξ1;

3) {ξ̃i}i≥1 and a random vector (µ, ξ1, . . . , ξµ) are mutually independent.

Corollary 1 {ξ̃i}i≥1 and Sµ ≡ ξ1 + . . .+ ξµ are mutually independent.

Proof of Lemma 3. We have to show that

(∗) ∀ k ≥ 1, ∀m ≥ 1, ∀ Borel sets B1, . . . , Bk and C1, . . . , Cm,

P({µ = k; ξ1 ∈ B1, . . . , ξk ∈ Bk} ∩ {ξ̃1 ∈ C1, . . . , ξ̃m ∈ Cm}) =

= P(µ = k; ξ1 ∈ B1, . . . , ξk ∈ Bk)P(ξ1 ∈ C1, . . . , ξm ∈ Cm).

Indeed, (∗) |=⇒ 1), 2) and 3).
First, B1 = . . . = Bk = Bk+1 = . . . = R. Then, ∀m

(∗∗)

P(ξ̃1 ∈ C1, . . . , ξ̃m ∈ Cm) =
∞∑
k=1

P(µ = k; ξ̃1 ∈ C1, . . . , ξ̃m ∈ Cm)

=
∞∑
k=1

P(µ = k)
m∏
i=1

P(ξ1 ∈ Ci) =
m∏
i=1

P(ξ1 ∈ Ci).

In particular, ∀ j ≥ 1 ∀Cj take m ≥ j and Ci = R for i 6= j .

Then
the l.h.s. of (∗∗) = P(ξ̃j ∈ Cj),
the r.h.s. of (∗∗) = P(ξ1 ∈ Cj) |=⇒ 2)
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Now, take any C1, . . . , Cm and replace in (∗∗)
m∏
i=1

P(ξ1 ∈ Ci) by
m∏
i=1

P(ξ̃1 ∈ Ci) |=⇒ 1)

Finally, take any B1, . . . , Bk and C1, . . . , Cm and replace in (∗)
m∏
i=1

P(ξ1 ∈ Ci) by
m∏
i=1

P(ξ̃i ∈ Ci) |=⇒ 3)

So, let’s prove (∗):

P({µ = k; ξ1 ∈ B1, . . . , ξk ∈ Bk} ∩ {ξ̃1 ∈ C1, . . . , ξ̃m ∈ Cm}) =

P({hk(ξ1, . . . , ξk) = 1; ξ1 ∈ B1, . . . , ξk ∈ Bk}︸ ︷︷ ︸
∈F [1,k]

∩{ξk+1 ∈ C1, . . . , ξk+m ∈ Cm}︸ ︷︷ ︸
∈F [k+1,k+m]

) =

= P(. . .) · P(. . .) =

= P(. . .) ·
m∏
i=1

P(ξk+i ∈ Ci) = P(. . .) ·
m∏
i=1

P(ξ1 ∈ Ci).

ut

Lemma 4.
(Wald
identity) Assume that E|ξ1| <∞ and Eµ <∞. Then ESµ = Eξ1 · Eµ.

Proof. (a) Show that E|Sµ| <∞.

|Sµ| ≤
µ∑
n=1

|ξn| ≡
∞∑
n=1

|ξn| · I(µ ≥ n).

Note, that I(µ ≥ n) = 1− I(µ ≤ n− 1), and {µ ≤ n− 1} ∈ F [1,n−1]

|=⇒ ξn and I(µ ≥ n) are independent |=⇒ |ξn| and I(µ ≥ n) are inde-
pendent

|=⇒ E|Sµ| ≤ E{
∞∑
n=1

|ξn| · I(µ ≥ n)} =
∞∑
n=1

E{. . .} =

=
∞∑
n=1

E|ξn| · P(µ ≥ n) = E|ξ1| ·
∞∑
n=1

P(µ ≥ n) = E|ξ1| · Eµ <∞.
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(b) Therefore,

ESµ = E{
∞∑
n=1

ξn · I(µ ≥ n)} = . . . = Eξ1 · Eµ.

ut

“Induction...”

Lemma 5 Let
{ξn}n≥1 be an i.i.d. sequence;
µ be a ST w.r. to {ξn}n≥1, P(µ <∞) = 1;
{ξ̃i}i≥1 be as defined above;
µ̃ be a ST w.r. to {ξ̃i}i≥1, P(µ̃ <∞) = 1.

Then
µ+ µ̃ is a ST w.r. to {ξn}n≥1.

Proof.

{µ+ µ̃ = k} =
k−1⋃
l=1

{µ = l} ∩ {µ̃ = k − l}

=
k−1⋃
l=1

{hl(ξ1, . . . , ξl) = 1} ∩ {h̃k−l(ξ̃1, . . . , ξ̃k−l) = 1}

=
k−1⋃
l=1

{hl(ξ1, . . . , ξl) = 1}︸ ︷︷ ︸
∈F [1,l]

∩{h̃k−l(ξl+1, . . . , ξk) = 1}︸ ︷︷ ︸
∈F [l+1,k]

|=⇒ ∩ . . . ∈ F [1,k] ∀ k |=⇒
⋃
. . . ∈ F [1,k].

ut

Let’s write ξ
(1)
i instead of ξi
µ(1) instead of µ

ξ
(2)
i ... ξ̃i
µ(2) ... µ̃
... ...

...
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Lemma 6 If
µ(i) is a ST w.r. to {ξ(j)

i }i≥1 ∀ j = 1, . . . , J

and if {ξ(j+1)
i } = {ξ̃(j)

i },
then

µ(1) + . . .+ µ(J) is a ST w.r. to {ξi}i≥1.

Problem No 5. To prove Lemma 6.

1.8 Generalization onto 2-dimensional case

Let {ξn,1}n≥1 and {ξn,2}n≥1 be two sequences; F [k1,n1]×[k2,n2] be a σ-algebra,
generated by

ξk1,1, ξk1+1,1, . . . , ξn1,1; ξk2,2, ξk2+1,2, . . . , ξn2,2.

Definition 8 A pair of r.v.’s µ1, µ2 : Ω → {1, 2, . . .} is a ST w.r. to {ξn,1}
and {ξn,2}, if

∀ n1 ≥ 1, ∀ n2 ≥ 1 {µ1 = n1, µ2 = n2} ∈ F [1,n1]×[1,n2].

Lemma 7 If {ξn,1}n≥1 and {ξn,2}n≥1 are two mutually independent sequences
and if (µ1, µ2) is a ST, then

1) each of the sequences

{ξ̃i,1} ≡ {ξµ1+i,1} and {ξ̃i,2} ≡ {ξµ2+i,2}

is i.i.d., and they are mutually independent;

2) ξ̃i,1
D
= ξ1,1; ξ̃i,2

D
= ξ1,2;

3) {{ξ̃i,1}i≥1; {ξ̃i,2}i≥1} and a random vector

(µ1, µ2; ξ1,1, . . . , ξµ1,1; ξ1,2, . . . , ξµ2,2)

are mutually independent.

17



Proof – omitted.

Lemma 8 In conditions of Lemma 7, assume, in addition, that

ξ1,1
D
= ξ1,2.

Then the sequence {ξn}n≥1,

ξn =

{
ξn,1, if n ≤ µ1

ξn−µ1+µ2,2, if n > µ1

is i.i.d.; ξn
D
= ξ1,1.

Proof. We have to show that ∀ n = 1, 2, . . ., ∀ B1, . . . , Bl

P(ξ1 ∈ B1, . . . , ξn ∈ Bn) =
n∏
i=1

P(ξ1,1 ∈ Bi).

1) ∀ n, ∀ B

P(ξn ∈ B) = P(ξn,1 ∈ B;n ≤ µ1) + P(ξn−µ1+µ2,2 ∈ B;n > µ1).

P(ξn,1 ∈ B;n ≤ µ1) = P(ξ1,1 ∈ B)− P(ξ1,1 ∈ B) · P(n > µ1) =

= P(ξn,1 ∈ B) · P(n ≤ µ1)

P(ξn−µ1+µ2,2 ∈ B;n > µ1) =
n−1∑
l=1

P(ξµ2+n−l,2 ∈ B;µ1 = l)

=
n−1∑
l=1

P(ξ̃n−l,2 ∈ B;µ1 = l)

= . . . = P(ξ1,2 ∈ B) · P(µ1 < n)

2) Problem No 6. To prove for joint distributions — by induction ar-
guments. ut

Another variant of generalization on 2-dimensional case.

Lemma 9 Assume that
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(i) ~ξn = (ξn,1, ξn,2) is a sequence (n = 1, 2, . . .) of independent random
vectors;

(ii) each of {ξn,1}n≥1 and {ξn,2}n≥1 is an i.i.d. sequence;

(iii) ξ1,1
D
= ξ1,2;

(iv) (µ1, µ2) is a ST and µ1 ≡ µ2 = µ.

Then

ξn =

{
ξn,1, if n ≤ µ

ξn,2, if n > µ

is an i.i.d. sequence; ξn
D
= ξ1,1.

Proof is very similar to that of Lemma 8. — omitted.
Finally, the last generalization (of Lemma 9).

Lemma 10 Replace in the statement of Lemma 9 (if ∃ m1 ≥ 1,m2 ≥ 1:)
( i ) by

( i’ ) ~ξn = (ξ(n−1)m1+1,1, . . . , ξnm1,1; ξ(n−1)m2+1,2, . . . , ξnm2,2) is an i.i.d. se-
quence;

and
(iv) by

(iv’) (µ1, µ2) is a ST,
P(µ1 ∈ {m1, 2m1, . . .}) = P(µ2 ∈ {m2, 2m2, . . .}) = 1

and
µ1

m1

≡ µ2

m2

.

Then

ξn =

{
ξn,1, if n ≤ µ1

ξn−µ1+µ2,2, if n > µ1

is an i.i.d. sequence; ξn
D
= ξ1,1.

Problem No 7. Prove Lemma 10.
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1.9 Stationary Sequences and Processes

Discrete Time

Definition 9 (a) Let {ξn}n≥0 be a sequence of r.v.’s.
It is stationary, if ∀ l = 1, 2, . . ., ∀ 0 ≤ i1 < i2 < . . . < il, ∀ B1, . . . , Bl ⊆ B,
∀ m = 1, 2, . . .

P(ξi1 ∈ B1, . . . , ξil ∈ Bl) = P(ξi1+m ∈ B1, . . . , ξil+m ∈ Bl).

(b) Similarly, {ξn}∞n=−∞ is stationary, if . . . , ∀ m ∈ Z, the above equality
holds.

Continuous Time

Definition 8 (a) Let {ξt}t≥0 be a family of r.v.’s.
It is stationary, if ∀ l = 1, 2, . . ., ∀ 0 ≤ t1 < t2 < . . . < tl, ∀ B1, . . . , Bl ⊆ B,
∀ u ≥ 0

P(ξt1 ∈ B1, . . . , ξtl ∈ Bl) = P(ξt1+u ∈ B1, . . . , ξtl+u ∈ Bl).

(b) Similarly, {ξt}∞t=−∞ is stationary, if . . . , ∀ u ∈ R, the above equality
holds.

Definition 9 A sequence of events {An}∞n=−∞ is stationary, if {I(An)}∞n=−∞
is stationary.

Assume {An}∞n=−∞ to be stationary, P(A0) > 0, P(∪∞n=0An) = 1.
Introduce r.v.’s:

ν ≡ ν+ = min{n ≥ 1 : I(An) = 1} ≡ min{n ≥ 1 : ω ∈ An}
ν− = min{n ≥ 1 : I(A−n) = 1}
τ ≡ τ+ : P(τ > n) = P(A1 . . . An|A0)

τ− : P(τ− > n) = P(A−1 . . . A−n|A0)

Lemma 11 (a) ν
D
= ν−;
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(b) τ
D
= τ−;

(c) P(ν = n) = P(A0) · P(τ ≥ n) ∀ n = 1, 2, . . .

Remark 4 It is not obvious, in general. Examples: {ξn} — i.i.d., P(ξn >

0) > 0.
a) An = {ξn > 0}; b) An = {ξn + ξ−n > 0}.

Proof of Lemma 11.
(a)

P(ν > n) = P(A1 . . . An)

∀m

↓
= P(A1+m . . . An+m)

m=−n−1

↓
=

= P(An . . . A1) = P(ν− > n).

(b)

P(τ = n) =
P(A0A1 . . . An−1An)

P(A0)
=

P(A−nA−n+1 . . . A−1A0)

P(A0)
=

= P(τ− = n).

(c)

P(ν ≥ n) = P(A1 . . . An−1) = P(A0A1 . . . An−1) + P(A0A1 . . . An−1)

= P(A0) · P(A1 . . . An−1|A0) + P(A1 . . . An) =

= P(A0) · P(τ ≥ n) + P(ν ≥ n+ 1).

|=⇒ P(ν = n) = P(ν ≥ n)− P(ν ≥ n+ 1) = P(A0) · P(τ ≥ n).

ut

Corollary 2 ∀ k > 0, Eνk <∞ ⇐⇒ Eτ k+1 <∞.

Proof. Note:
l∑

n=1

nk ≥
∫ l

0
xkdx =

lk+1

k + 1
;
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l∑
n=1

nk ≤
∫ l+1

1
xk+1dx ≤ (l + 1)k+1

k + 1
≤ 2k+1 l

k+1

k + 1
.

|=⇒ Eνk =
∞∑
n=1

nkP(ν = n) = P(A0) ·
∞∑
n=1

nkP(τ ≥ n) =

= P(A0) ·
∞∑
n=1

nk
∞∑
l=n

P(τ = l) == P(A0) ·
∞∑
l=1

P(τ = l)
l∑

n=1

nk ≤

≤ P(A0)

k + 1
· 2k+1 ·

∞∑
l=1

P(τ = l)lk+1 =
P(A0)

k + 1
· 2k+1 · Eτ k+1

and Eνk ≥ P(A0)

k + 1
· Eτ k+1.

|=⇒ Eνk and Eτ k+1 are either finite or infinite simultaneously. ut

1.10 On σ-algebras, generated by a sequence of r.v.’s.

(1). Let 〈Ω,F ,P〉 be a probabililty space, ξn : Ω→ R, n = 1, 2, . . .— a
sequence of r.v.’s, F [k,n] = σ(ξk, . . . , ξn); F [k,∞) = σ(ξk, ξk+1 . . .).

For A,B ∈ F , put

d(A,B) = P(A \B) + P(B \ A).

(A) Remind some properties of σ-algebras.

1) If F (1),F (2) are σ-algebras on Ω |=⇒ F (1) ∩ F (2) is σ-algebra,
too, but F (1) ∪ F (2) — not! (in general).

2) More generally, let T be any parameter set, F (t), t ∈ T are σ-algebras
on Ω |=⇒ ∩t∈TF (t) is σ-algebra, too.

Therefore, F [1,∞) is a minimal σ-algebra, ⊇ F [1,n] ∀ n ⇐⇒ an inter-
section of all σ-algebras, that ⊇ F [1,n] ∀ n.

Since F ⊇ F [1,n] ∀ n |=⇒ F [1,∞] ⊆ F .
(B) Some properties of d:

1) d(A,B) = d(B,A) ≥ 0;

22



2) d(A,C) ≤ d(A,B) + d(B,C) (triangle inequality);

Indeed, A \ C = (A \B) ∩ (A ∩ (B \ C)) ⊆ (A \B) ∪ (B \ C)

|=⇒ P(A \ C) ≤ P(A \B) + P(B \ C).

Similarly,
P(C \ A) ≤ P(B \ A) + P(C \B).

3) d(A,B) = d(A,B) (since P(A \B) = P(B \ A));

4) |P(A)−P(B)| ≡ |P(A∩B)+P(A\B)−P(A∪B)−P(B\A)| ≤ d(A,B);

5) d(A1 ∪ A2, B1 ∪B2) ≤ d(A1, B1) + d(A2, B2);

Indeed, (A1 ∪ A2) \ (B1 ∪ B2) = (A1 \ (B1 ∪ B2)) ∪ (A2 \ (B1 ∪ B2)) ⊆
(A1 \B1) ∪ (A2 \B2)

|=⇒ P((A1 ∪ A2) \ (B1 ∪B2)) ≤ P(A1 \B1) + P(A2 \B2).

Lemma 12 ∀A ∈ F [1,∞), ∃ {An}n≥1, An ∈ F [1,n] : d(A,An)→ 0.

Proof. Let U be the set of events A ∈ F : ∃ {An}n≥1, An ∈ F [1,n] :

d(A,An)→ 0.
1) U ⊇ F [1,m] ∀ m = 1, 2, . . .. Indeed, ∀ m, ∀ A ∈ F [1,m], take

An =

{
Ø, if n < m;
A, if n ≥ m.

Therefore, it is sufficient to show that U is σ-algebra. Then U ⊇ F [1,∞),
and the proof is completed.

2) Prove that U is an algebra, i.e.

(i) Ω ∈ U ;

(ii) A ∈ U |=⇒ A ∈ U ;

(iii) ∀ k, A(1), . . . , A(k) ∈ U |=⇒ A(1) ∪ . . . ∪ A(k) ∈ U .
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(i) is obvious, (ii) follows from the property (3); (iii) follows from (5):

d(A(1) ∪ . . . ∪ A(k), A(1)
n ∪ . . . ∪ A(k)

n ) ≤
k∑
j=1

d(A(j), A(j)
n )→ 0.

3) Prove that U is a σ-algebra:
(iii’) A(1), A(2) . . . ∈ U |=⇒ A ≡ ∪∞j=1A

(j) ∈ U .
Put B(k) = ∪kj=1A

(j), B(k) ↗ A and P(B(k))↗ P(A).

|=⇒ ∃ {B(k)
n } : B(k)

n ∈ F [1,n], d(B(k), B(k)
n )→ 0 as n→∞.

Choose
n(1) = min{n ≥ 1 : d(B(1), B

(1)
l ) ≤ 1/2 ∀l ≥ n}

and, for k ≥ 1,

n(k + 1) = min{n ≥ n(k) : d(B(k), B
(k)
l ) ≤ 1/2k ∀l ≥ n}.

Finally, put

An =

{
Ø, if n < n(1);
B

(k)
n(k), if n(k) ≥ n < n(k + 1),

An ∈ F [1,n].

Then d(A,An) ≤ d(A,B(k)) + 1/2k , for n(k) ≥ n < n(k + 1). Since k → ∞
as n→∞, d(A,An)→ 0. ut

Lemma 13 Let {ξn}∞n=−∞ be a double-infinite sequence of r.v.’s,

F (−∞,∞) = σ{. . . , ξ−2, ξ−1, ξ0, ξ1, ξ2, . . .}.

Then ∀ A ∈ F (−∞,∞), ∃ {An}, An ∈ F [−n,n] : d(A,An)→ 0.

Problem No 8. Proof — for you!!!

(2). A sequence of independent r.v.’s.

Definition 10 For a sequence {ξn}n≥1, the tail σ-algebra is

F∞ = ∩∞k=1F [k,∞).
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Note: Since F [k+1,∞) ⊆ F [k,∞), |=⇒ F∞ = ∩∞k=lF [k,∞) ∀ l.

Definition 11 For a sequence {ξn}∞n=−∞,

F∞ = ∩∞k=1F [k,∞) ≡ ∩∞k=lF [k,∞), ∀ −∞ < l <∞

is right tail σ-algebra and

F−∞ = ∩∞k=−0F (−∞,k] ≡ ∩∞k=lF (−∞,k], ∀ −∞ < l <∞

is left tail σ-algebra.

Examples...

Lemma 14 If {ξn}n≥1 is a sequence of independent r.v.’s, then F∞ is triv-
ial, i.e.

∀ A ∈ F∞, P(A) = 0∨1.

Proof.

1) A ⊥ F [1,n] ∀ n;

2) Since F∞ ⊆ F [1,∞), ∃ {An} ∈ F [1,n] : d(An, A)→ 0.

Therefore,

P(A) = P(A ∩ An) + P(A \ An) = P(A) · P(An) + P(A \ An);

0 ≤ P(A)[1− P(An)] = P(A \ An) ≤ d(An, A)→ 0.

ut

Lemma 15 If {ξn}∞n=−∞ is a sequence of independent r.v.’s, then both F−∞
and F∞ are trivial.

Problem No 9. Proof — for you!!!

(3). A stationary sequence of r.v.’s.
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Definition 12 A sequence {ξn}n≥1 (or {ξn}∞n=−∞) is stationary, if
∀ l ≥ 1, forall 1 ≤ n1 < n2 < . . . < nl (or without “1 ≤”),
∀ k ≥ 1 (or ∀ −∞ < k <∞),
∀ B1, . . . , Bl

P(ξn1 ∈ B1, . . . , ξnl
∈ Bl) = P(ξn1+k ∈ B1, . . . , ξnl+k ∈ Bl).

In particular, all ξn are identically distributed and all finite-dimensional
vectors ~ξn = (ξn, ξn+1, . . . , ξn+l) are i.d. (for a fixed l).

Examples
1) {ξn}— i.i.d.
2) ξn ≡ ξ1

3) ξn+1 = −ξn, ξ1 =
{

1, 1/2
−1, 1/2

Introduce a shift transformation θ on the set of F [1,∞)-measurable (or
F (−∞,∞)-measurable) r.v.’s:

1) θξn = ξn+1 ∀ n

2) if ψ = h(ξn, ξn+1, . . . , ξn+l), then θψ = h(ξn+1, ξn+2, . . . , ξn+l+1)

3) if ψ = h(. . . , ξn, ξn+1, . . .), then θψ = h(. . . , ξn+1, ξn+2, . . .).

Note: θ is measure-preserving: ψ D
= θψ.

Introduce a shift transformation θ on F [1,∞) (or F (−∞,∞)):

A ∈ F [1,∞) ⇐⇒ I(A) is F [1,∞)− measurable ⇐⇒ ∃ h : I(A) = h(. . . , ξn, ξn+1, . . .),

h is {0, 1}-valued. Then

θA = {h(. . . , ξn+1, ξn+2, . . .) = 1} ⇐⇒ θI(A) = h(. . . , ξn+1, ξn+2, . . .).

For any m, introduce θm ≡ θ · . . . · θ︸ ︷︷ ︸
m

.

In the case of F (−∞,∞) we can introduce θ−m, too. And θ0 — identical
transformation.
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Definition 13 A F [1,∞)-measurable (or F (−∞,∞)-...) r.v. ψ is invariant
(w.r.to θ), if

θψ = ψ a.s. (i.e. P(θψ = ψ) = 1).

An event A ∈ F [1,∞) (or A ∈ F (−∞,∞)) is invariant (w.r.to θ), if

P(A ∩ θA) = P(A).

Note that θψ = ψ a.s. ⇐⇒ ∀ x,

P({ψ ≤ x} ∩ {θψ ≤ x}) = P(ψ ≤ x).

Comments, examples...

Definition 14 A stationary sequence {ξn} is ergodic (w.r.to θ), if ∀ A ∈
F [1,∞) (A ∈ F [1,∞)),

A is invariant |=⇒ P(A) = 0∨1

(or ψ is invariant |=⇒ ψ = const a.s. ).

Remark 5 All invariant events (sets) form a σ-algebra F (inv) (invariant
σ-algebra).

Lemma 16 (1) ∀ A ∈ F [1,∞) (or ∀ A ∈ F (−∞,∞)) the sequence of events
{θnA, n ≥ 0} (or {θnA,−∞ ≤ n ≤ ∞}) is stationary;

(2) If {ξn} is stationary egrodic, then ∀ A ∈ F [1,∞) (or ∀ A ∈ F (−∞,∞)),
P(A) > 0

|=⇒ P(∪∞n=lθ
nA) = 1 ∀ l ( and P(∪−∞n=lθ

nA) = 1 ∀ l).

Proof. (1) follows from definitions.
(2) Set B = ∪∞n=lθ

nA, then

θB = ∪∞n=lθ(θ
nA) = ∪∞n=l+1θ

nA

and B ⊇ θB

|=⇒ P(B ∩ θB) = P(θB) = P(B) |=⇒ B is invariant
|=⇒ P(B) = 0∨1.

But P(B) ≥ P(θlA) = P(A) > 0 |=⇒ P(B) = 1. ut
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Lemma 17 If A is invariant, then ∃ B ∈ F∞ such that d(A,B) = 0.

Proof. (a) The case F [1,∞); (b) the case F (−∞,∞).

Problem No 10. Proof at (b) — for you!!

1) Set B0,m = A ∩ θA ∩ θ2A ∩ . . . ∩ θmA, B0 = ∩∞n=0θ
nA. Then

A = B0,0 ⊇ B0,1 ⊇ . . . ⊇ B0,m ⊇ B0,m+1 ⊇ . . . ⊇ B0

and P(B0,m)↘ P(B0). But

P(B0,m) = P(A) ∀ m! |=⇒ P(B0) = P(A) and d(B0, A) = 0.

2) For k ≥ 1, put Bk = θkB0 ≡ ∩∞n=kθ
nA.

Note: Bk+1 ⊇ Bk and Bk ∈ F [k,∞),

P(Bk) = P(B0) = P(A) and d(Bk, A) = 0.

Set
B = lim

k→∞
Bk |=⇒ P(B) = P(A) and d(B,A) = 0.

But B ∈ F [k,∞) ∀ k |=⇒ B ∈ F∞. ut

Remark 6 In the case F (−∞,∞), the “symmetric” statement is true, too: if
A is invariant, then ∃ B ∈ F−∞ such that d(A,B) = 0.

Corollary 3 Any i.i.d. sequence is stationary ergodic.

Indeed, F∞ is trivial |=⇒ if A is invariant, B ∈ F∞, P(B) = 0 ∨ 1 and
d(A,B) = 0 |=⇒ P(A) = 0 ∨ 1.

Remark 7 There exists a number of more weaker conditions (than i.i.d.
ones) that imply the “triviality” of the tail σ-algebra F∞ and, as a corol-
lary, the ergodicity of a stationary sequence.
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For instance, introduce the following “mixing” coefficients:

dk = sup
B∈F [k,∞),A∈F (−∞,0]

|P(A ∩B)− P(A) · P(B)|.

One can show that if dk → 0 as k →∞, then F∞ is trivial.
But, in general, there are examples when F∞ is not trivial, but F inv is

(i.e. the sequence is ergodic).

Example ξn+1 = −ξn ∀ n; ξ1 =

{
1, w.pr. 1/2
−1, w.pr. 1/2

Then

F∞ = σ(ξ1), F inv = {Ω,Ø}.

Next Part
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